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Abstract 

Developing an automated driving system capable of navigating complex trafc environ-
ments remains a formidable challenge. Unlike rule-based or supervised learning-based 
methods, Deep Reinforcement Learning (DRL) based controllers eliminate the need for 
domain-specifc knowledge and datasets, thus providing adaptability to various scenar-
ios. Nonetheless, a common limitation of existing studies on DRL-based controllers is 
their focus on driving scenarios with simple trafc patterns, which hinders their capa-
bility to efectively handle complex driving environments with delayed, long-term re-
wards, thus compromising the generalizability of their fndings. In response to these 
limitations, our research introduces a pioneering hierarchical framework that efciently 
decomposes intricate decision-making problems into manageable and interpretable sub-
tasks. We adopt a two step training process that trains the high-level controller and 
low-level controller separately. The high-level controller exhibits an enhanced exploration 
potential with long-term delayed rewards, and the low-level controller provides longitudi-
nal and lateral control ability using short-term instantaneous rewards. Through simula-
tion experiments, we demonstrate the superiority of our hierarchical controller in manag-
ing complex highway driving situations. Our code is open-source and publicly available: 
https://github.com/Zhang1998-06/HRL_highway . 

Keywords: Hierarchical deep reinforcement learning, automated driving, complex trafc 
scenarios 
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Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Chapter 1 

Introduction 

The emergence of autonomous vehicles has introduced an innovative trajectory in the 
narrative of highway driving. Autonomous highway driving, as studied in this paper, 
pertains to the decision-making and vehicle control processes through which autonomous 
vehicles navigate and interact within highway environments A typical high-level pipeline 
for the vehicle sensing and control architecture is shown in Figure 1.1. It represents 
the convergence of cutting edge technologies and involves the integration of advanced 
artifcial intelligent and control algorithms, sensors and sensor fusion, and real-time data 
processing to enable vehicles to make informed choices, such as lane changes, merging, 
overtaking, and responding to intricate and dynamic trafc conditions [1, 2], promising 
enhancements in trafc management, safety, and overall efciency [3]. The goal is to 
ensure safe, efcient, and reliable autonomous travel on highways by enabling vehicles to 
analyze complex scenarios, anticipate potential hazards, and execute actions that align 
with trafc rules and user preferences [3–6]. Yet, despite remarkable strides, the task 
of crafting autonomous vehicles with the capability to make discerning decisions remains 
a formidable obstacle. This complexity emanates from the complicated amalgamation 
of diverse disciplines and the intricacies of real-world scenarios, necessitating profound 
innovation and interdisciplinary collaboration [3, 6–8]. 
In the rapidly evolving feld of automated driving systems, three fundamental method-

ologies have emerged as essential strategies for addressing the complex challenge of decision-
making [6,8].The frst approach, characterized as conventional, embraces a modular frame-
work that governs the decision-making process within highway scenarios [2,9–14]. Within 
this paradigm, distinct modules are meticulously crafted, each responsible for addressing 
specifc aspects of decision-making. These modules encompass specifc behaviors such as 
lane changes, merging, overtaking, and other maneuvers crucial for highway navigation. 

Figure 1.1: A pipeline of vehicle control process. 
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Figure 1.2: RL agent interacts with the environment and learn from the environment. 

Ultimately, the amalgamation of these modules along with a behavior planning and se-
lection algorithm culminates in a cohesive decision-making system, which then interfaces 
with vehicle control mechanisms. This approach, while promoting transparency and in-
terpretability in decision processes, demands the meticulous calibration of diverse driving 
factors. It necessitates a comprehensive understanding of adapting to an array of driving 
scenarios while accounting for diverse safety considerations. 
Conversely, data-driven methodologies, exemplifed by supervised learning, take a dif-

ferent path towards decision-making refnement [15–19]. This approach simplifes the 
process by using machine learning methods to replicate expert driving behavior. Devel-
oping such a controller entails concurrently gathering and correlating sensor data with 
the respective steering, brake, and throttle actuator actions performed by human drivers. 
However, a notable caveat of this method is its demand for extensive data collection. Fi-
nally, reinforcement learning emerges as another compelling paradigm, aiming to equip 
autonomous systems with decision-making capabilities [1, 20, 21]. Through simulated in-
teractions with the environment, the self-driving agents accumulate data and experience, 
facilitating the acquisition of driving strategies as illustrated in Figure 1.2. However, 
DRL controllers often rely on exploring the environment in the early stages of their train-
ing. Insufcient exploration might hinder the DRL controller from discovering better 
decision-making behaviors, which are essential for coping with more complex trafc en-
vironments [9]. Moreover, existing studies gravitate towards simpler trafc scenarios, re-
stricting the generalizability of their fndings when facing more intricate and unpredictable 
real-world conditions [22, 23]. 

1.1 Related Work 

Automated driving systems typically encompass two primary components: environment 
modeling and vehicle control. These systems deploy an array of sensors, such as lidars 
and cameras, to observe the environment. Through data interpretation algorithms, these 
systems can detect, classify, and track relevant features and objects, while simultaneously 
pinpointing their own location within a dynamic driving scene [1, 2]. 
Once the driving environment is adequately represented, the vehicle’s autonomous 

agent engages in the planning and decision-making process. Hierarchical controllers in-
troduce a layered architecture, decomposing complex decision-making into manageable 
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layers in order to enhance system efciency, manageability, and interpretability relative 
to single-level controllers. Often, the automated driving tasks are artifcially segmented 
to simplify the overall driving challenge [8, 22–29]. For instance, separate high-level con-
trollers might be designed for distinct trafc scenarios or for each high-level decision. This 
hierarchical decomposition allows for targeted solutions to specifc driving tasks, with the 
potential for model-based control methods at the lower levels to ensure lightweight and 
robust responses. 
The common limitations associated with current hierarchical DRL controllers for au-

tonomous vehicles can be encapsulated within three primary aspects: 
1. Oversimplifed Testing Environments: The complexity of testing environments is 

signifcantly limited by factors such as homogeneous trafc types [23], sparse trafc volume 
[22, 27], reduced vehicle speeds [27], and fewer lanes [6]. Another common limitation is a 
constrained vehicle action space such that it can engage in either a lateral or longitudinal 
control action, but not both simultaneously [8]. These constraints do not accurately refect 
the intricate and variable conditions typical of real-world automated driving. 
2. Controller Design Constraints: For some hierarchical DRL controllers, the opti-

mal driving solutions are primarily derived from the high-level controller. The low-level 
controller relies on rule-based and model-based [28,30] approaches. This design approach 
hampers the possibilities for optimizing low-level motion planning strategies that are adap-
tive to the current high-level commands. Consequently, there remains a necessity to design 
or train an optimal low-level controller for each specifc high-level controller, which does 
not fully exploit the potential of reinforcement learning for vehicular control. 
3. Environmental Exploration Capabilities: Current implementations do not fully en-

able the hierarchical DRL controller’s ability to improve the exploration of environments. 
Integrating the high-level controller for long-term strategy and the low-level controller 
for immediate actions can improve the system’s performance and adaptability in complex 
scenarios. Huilkarni et al. [31] proposed a hierarchical framework that facilitates efcient 
exploration in complex environments, demonstrating its efcacy in an ATARI game with 
sparse feedback. This hierarchical DRL improves environment exploration by simultane-
ously training a high-level controller for goal setting and a low-level controller for action 
execution. However, transferring this framework to the context of highway driving presents 
unique challenges. The dynamic nature of highway trafc, with its continuously evolving 
scenarios, demands a more adaptable approach. Moreover, the distinct reward systems for 
high and low-level controllers necessitate careful consideration to ensure that the low-level 
controller’s actions align with the overarching driving objectives. 
In addressing these challenges, our work builds upon the hierarchical DRL paradigm, 

aiming to refne controller robustness and adaptability. 

1.2 Exploration in Complex Trafc Scenarios using Hierar-
chical DRL 

To address these limitations, we introduce a novel hierarchical framework that can decom-
pose complex highway decision-making problems and empower the driving agent with the 
ability to efectively navigate intricate trafc environments. The design of the two-level 
controller also facilitates exploration at various scales. The high-level controller employs 
high-level actions for broader exploration, while the lower-level controller uses low-level 
actions for precise vehicle control and localized exploration. To ensure the high-level con-
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Figure 1.3: Experiment Setting to Evaluate Exploration Ability: In this setup, the DRL 
agent initially encounters a group of two slow-moving trafc vehicles. This scenario tests 
the agent’s ability to navigate through this ’trap’. Upon successfully maneuvering out of 
this situation, the agent is then introduced to normal trafc conditions, further assessing 
its adaptability and exploration capabilities. 

troller’s extensive exploration of the environment, we train the high-level and low-level 
controllers separately. The high-level controller is trained using a critic function specif-
cally designed for highway driving environments. 
To test the feasibility of this hierarchical DRL controller, we have devised a highway 

driving scenario that includes a ’trap’ situation, as shown in Figure 1.3. This ’trap’ 
situation is represented by two vehicles moving slower than the typical trafc, forcing the 
ego vehicle to reduce speed to avoid a collision. The agent’s objective is to maneuver out 
of this ”Trap” formed by slow-moving trafcs and subsequently accelerate to the ideal 
cruising speed. 
Vehicles may encounter the necessity to navigate around slow-moving trafc under the 

following four scenarios: 

1. The ego vehicle is initially positioned in a lane far from the exit it intends to take, 
requiring the vehicle to cross multiple lanes toward the opposite side of the highway 
to reach the exit. 

2. The ego vehicle is in a left lane that is merging into the main trafc fow on the 
right. Escape from the ”trap” allows the ego vehicle to integrate into the denser 
trafc without disrupting the fow or causing safety concerns. 

3. The ego vehicle, positioned in the right lane, desires to use the far-left overtaking 
lane to pass and move beyond the slower vehicle. 

4. The ego vehicle is in a lane close to an exit while slow-moving vehicles intend to slow 
down and merge to the exit, but the ego vehicle needs to continue on the main road. 
Escape from the ”trap” will prevent the ego vehicle from following the slow-moving 
vehicles to the exit. 
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Our experiments and analyses are centered on the common ’trap’ situation depicted 
in Figure 1.3. The subsequent four specifc scenarios that necessitate the ego vehicle to 
navigate around slow-moving trafc fall outside the scope of this paper’s investigation. 
Specifcally, our simulations of the ”Trap” situation involves the ego vehicle, the nearby 

trap vehicles, and further upstream trafc vehicles which are governed by a rule-based 
controller. The trafc vehicles create a more complex and varied trafc environment for 
the agent to navigate after it moves past slow-moving trafc vehicles. This diversity 
of trafc patterns is important in demonstrating the stronger adaptability of automated 
driving strategies, while also preventing the model from overftting to just one type of 
trafc pattern. 
Our main contributions are as follows: 

• A novel hierarchical DRL-based controller for highway driving scenario is proposed. 
The high-level controller enhances the vehicle’s exploration potential with long-term 
planning and allows it to escape from slow trafc traps. The lower-level controller 
undertakes the intricate task of managing the vehicle’s basic control maneuvers, 
fostering fne-grained control over driving dynamics. 

• A two-step training process for the high-level controller and the low-level controller 
is designed and implemented. 

• A speed-biased highway driving reward function is created. A trap scenario is created 
to test the agent’s ability to explore long-term benefts in highway driving. 
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Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Chapter 2 

Problem Formulation 

In our methodology, we formulate the task of automated driving on highways as a Markov 
Decision Process (MDP) problem [32]. MDP can be described by a tuple ⟨S, A, Pss ′ , Rs⟩ 
where the states S encapsulate the vehicle’s environment and its internal status, while the 
actions A refect the vehicle’s potential maneuvers. The transition between state-actions 
is denoted as Pss ′ = P [St+1 = s ′ |St = s]. The rewards Rs = E [Rt+1 | St = s] are designed 
to guide the vehicle towards optimal driving behavior. A DRL-based controller aims to 
optimize the cumulative reward within a single episode, which is derived from the external 
reward function. 

2.1 State 

The observation model in our study comprehensively captures the state information of 
the ego vehicle and its interaction with four surrounding vehicles, incorporating a total 
of 26 distinct factors. The state of the ego vehicle is characterized by several parameters. 
The presence of the ego vehicle is constantly indicated by a binary fag, Iego, which in 
our scenario is always set to true, refecting the ego vehicle’s persistent presence. The 

Figure 2.1: Hierarchical DRL framework for highway driving. 
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Table 2.1: The observation features for highway driving scenarios. 

Feature Description 

Ipresent Present indicator (binary indicator that vehicle in in region of in-
terest) 

Xglobal The ego-vehicle’s location in global coordinate. 

Yglobal The ego-vehicle’s location in global coordinate. 

Xego The lateral distance to the ego-vehicle. 

Yego The longitudinal distance to the ego-vehicle. 

Vlat Lateral velocity of ego-vehicle 

Vlong Longitudinal velocity of ego-vehicle 

∆v lat The relative lateral speed to the ego-vehicle. 

∆v long The relative longitudinal speed to the ego-vehicle. 

Dlane Lateral distance to the closest lane center. 

ego vehicle’s position in the global coordinate system is represented by Xglobal and Yglobal, 
denoting its longitudinal and lateral locations, respectively. Additionally, the ego vehicle’s 
velocity is captured in terms of Vlat and Vlong, representing its lateral and longitudinal 
speeds in the global coordinate system. dlane represents the lateral distance of the ego 
vehicle from the nearest lane center. For each of the surrounding trafc vehicles, the state 
information includes a binary presence indicator, Itraffic, specifying whether the vehicle 
exists and is within the Region of Interest (ROI) of the ego vehicle. Xego and Yego represent 
the longitudinal and lateral distances, respectively, of the surrounding vehicles within the 
ROI from the ego vehicle. The lateral and longitudinal velocities of these vehicles relative 
to the ego vehicle’s velocity are denoted by ∆v lat and ∆v long. Detailed description of 
each feature is shown in Table 2.1. 

2.2 Action 

In this framework, at each timestep, the high-level controller processes the state infor-
mation, S, and selects a high-level action, Ahigh. The available high-level actions for 
the high-level controller are categorized into lateral and longitudinal decision-making pro-
cesses. Lateral decisions include behaviors such as left lane change, maintaining the current 
lane, and right lane change. Longitudinal decisions involve adjustments to the vehicle’s 
speed, either by increasing or decreasing it by a specifed increment, δ m/s. Lateral de-
cisions do not interfere with longitudinal decisions. The selected high-level action is then 
interpreted as instructions for setting the target goal for the low-level controller, repre-
sented as (ltarget, Vtarget). Here, ltarget specifes a target lane index, and Vtarget designates 
a target speed. 
For the low-level DRL-based controller, we employ a discrete action space. The low-
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Figure 2.2: Action space for Single-level DRL controller. 

level action, Alow, consists of a steering and acceleration pair (a, θ). The acceleration a 
and the steering angle θ action spaces are defned as follows: 

a ∈ {−1, 0, 1}m/s2 (2.1) 

θ ∈ {−π/50, 0, π/50}rad (2.2) 

Thus the automated driving agent operates with a total of 9 discrete low-level actions(Figure 
2.2). 

2.3 Reward 

In our experiment settings, we defne four primary reward terms: speed, lane centering, 
and steering rewards, along with a penalty for accidents. In the highway driving scenario, 
we mainly consider three types of accidents: the vehicle comes to a stop on the highway, 
the vehicle oversteers and leaves the highway, and the vehicle collides with another vehicle. 
An episode concludes either when an accident occurs or when the maximum timesteps for 
an episode is reached. 

Speed reward  
−(v−15)2 
e , v > 15 8 v − 19 , 12.5 < v ≤ 15 

rv = 25 5 (2.3)
2 v − 2 , 5 < v ≤ 12.575 150 , v ≤ 5 

As shown in Figure 2.3, the speed reward is structured around three distinct zones: 
the Dangerous Speed Zone (v ∈ [0, 5] m/s), the Low Speed Zone (v ∈ (5, 12.5] m/s), the 
Ideal Speed Zone (v ∈ (12.5, 15] m/s), and the Over Speed Zone (v ∈ (15, ∞) m/s). The 
Dangerous Speed Zone is characterized by speeds too low for highway safety, posing a 
risk of trafc accidents. The Low Speed Zone, while not hazardous, represents suboptimal 
vehicle speeds. Our target lies within the Ideal Speed Zone, with a specifed speed of 15 
m/s. If the ego vehicle’s speed drops below this threshold, the controller encourages an 
acceleration back to 15 m/s. Conversely, the Over Speed Zone denotes speeds exceeding 
the limit, which are discouraged. 
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Figure 2.3: Speed Reward Function in a Highway Environment: The vehicle’s speed is 
categorized into four distinct zones for efective management. These are: 1) Dangerous 
Low Speed Zone, for speeds signifcantly below the optimal range; 2) Low Speed Zone, for 
speeds moderately below the ideal; 3) Ideal Speed Zone, representing the optimal speed 
range for safety and efciency; and 4) Over Speed Zone, for speeds exceeding the safe 
upper limit. 

Lane-centering reward 

−1.5∆d2 
ry = e (2.4) 

As shown in Figure 2.4,the lane-centering reward is designed to encourage the vehicle 
to maintain its position in the center of the lane, a critical factor for safe and efcient 
driving, especially on curves [33]. ∆d represents the distance to the center of the current 
lane. 

Figure 2.4: Lane Centering Reward: This reward mechanism is designed to ensure that 
the vehicle maintains proximity to the lane’s center while cruising. 

Steering reward 

rθ = −| sin(θ)| (2.5) 

The steering reward aims to prevent excessive steering, promote smoother driving, and 
reduce the risk of overcorrection. 
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Penalty for accident (
wvrv +wθ rθ +wy ry if no accident wv +wθ +wyrtotal = (2.6) 
−10 if accident 

Each of these reward terms is assigned a specifc weight factor, which helps to balance 
their infuence on the vehicle’s learning process. Additionally, the model imposes a signif-
cant penalty of -10 for critical failures such as crashes, driving out of the lane, or stopping 
in the lane. Specifc weight values can be found in Table 3.1. 

2.4 Trafc Vehicle Control 

To control the trafc vehicles, we implement the Intelligent-Driver Model (IDM) [13] 
for longitudinal control and the Minimizing Overall Braking Induced by Lane Change 
(MOBIL) model [14] for lateral decision-making. 
IDM [13] is a time-continuous vehicle-following model used to simulate the behavior 

of individual vehicles in a trafc fow. In the IDM model, each vehicle aims to keep a safe 
distance from the preceding vehicle while maintaining its desired speed. The desired speed 
is a function of the driver’s preference and the posted speed limit. The model also includes 
the driver’s reaction time and the vehicle’s acceleration and deceleration capabilities. The 
IDM model ensures that vehicles maintain a safe following distance, avoid collisions, and 
adjust their speed according to the trafc fow. It is a car-following model that considers 
various factors such as the distance between vehicles, their relative velocity, and the desired 
speed of the vehicle. The IDM model uses these factors to control the acceleration and 
deceleration of a vehicle and maintain a safe distance from other vehicles. This represents 
an autonomous vehicle model that is collision-free and has self-adaptive capabilities on 
highways. 
The IDM model [13] calculates the desired acceleration of the vehicle using: " #� �δ � �2v sdesired 

acc = a 1 − − (2.7) 
vdesired s 

where s is the gap to the front vehicle, sdesired is the desired distance to the preceding 
vehicle, v is the vehicle’s current velocity, a is a parameter for acceleration, and vdesired is 
the target velocity for the controlled vehicle. The desired distance to the preceding vehicle 
is calculated using 

v∆v 
sdesired = S0 + Tv + √ (2.8) 

2 ab 
where S0 is the desired distance gap, T the desired time gap to the preceding vehicle, and 
a and b are acceleration and deceleration parameters. The desired distance is calculated 
based on the vehicle’s speed and the relative speed between the current vehicle and the 
preceding vehicle. 
MOBIL [14] is a model that governs the lane-changing behavior of autonomous vehicles. 

MOBIL aims to minimize the total amount of braking induced by lane changes, while also 
maximizing the overall trafc fow. It considers factors such as the relative speed and 
position of surrounding vehicles, as well as the ego-vehicle’s acceleration and deceleration 
capabilities, to determine whether changing lanes would be benefcial. 
The MOBIL model incorporates several decision rules to determine the beneft of a 

lane change. First, the MOBIL model checks if there is a gap in the target lane that the 
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vehicle can occupy without causing any confict with other vehicles. If there is a gap, the 
model checks if the vehicle can accelerate to its desired speed before reaching the gap. If 
the vehicle can safely accelerate to the desired speed, it performs the lane change. If there 
is no gap in the target lane, MOBIL checks if the lane change would allow the vehicle 
to travel at a higher speed than the current lane. If so, the vehicle can perform the lane 
change if it can safely accelerate to the desired speed. If neither of these conditions is 
met, the vehicle will remain in its current lane. By using MOBIL, autonomous vehicles 
can make safe and efcient lane-changing decisions.The MOBIL model decides when to 
perform a lane change based on the impact on other drivers: 

′ ′ ′ (a − ae) + p[(ab − ab) + (a − aa (2.9)e a )] > ath 

′ ′ ′ where (a − ae), (a − ab), (a − aa) represent the acceleration diference of the driver’s e b a 
vehicle, the following vehicle before the lane change and the following vehicle after the lane 
change, respectively, p represents the politeness factor which weighs the disadvantages 
imposed on other drivers due to the lane change, and ath is the acceleration threshold. 
The control parameters for the trafc vehicles are detailed in Table 2.2. 

Table 2.2: Trafc vehicle parameters 

Parameters value 
Vehicle length 5m 
Vehicle Width 2m 
Road Width 4m 

Steering range at [−1, 1]m/s2 

Acceleration range θt [−π/36, π/36]rad 
Politeness factor p 0.5 

Acceleration threshold ath 0.2m/s2 

Acceleration a 0.5m/s2 

Deceleration b 0.5m/s2 

Exponent value δ 4 
Desired distance sdesired 10m 
Desired velocity vdesired 12.5m 
Desired distance gap S0 10m 
Desired time gap T 1.5s 

2.5 Low-level Motion Planner 

Our hierarchical controller employs a two-step training process. To train the high-level 
controller, as shown in Figure 2.5, we implement a lateral low-level controller to execute 
lane changes and a longitudinal low-level controller to track the target speed (details can 
be found in Section 4.2). The same lateral low-level controller is also used to execute lane 
changes for trafc vehicles using the MOBIL controller. The lateral low-level controller is 
based on the lateral distance to the target lane center: 

vlateral = −Klat∆d target (2.10) 

∆d target is the lateral distance to target lane center line. Klat is the proportional gain for 
this speed planner. In the lateral direction, the heading controller deals with the heading 
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Figure 2.5: Speed and steering motion planner 

of the vehicle with a similar proportional-derivative action: 

θlateral = Kθ(θtarget − θ) (2.11) 

θ is the vehicle’s current heading angle. θtarget is the vehicle’s heading angle after lane 
change behavior. The heading angle after lane change will remain aligned with the direc-
tion of the target lane. Kθ is a proportional gain for this heading controller. This lane 
change motion planner will plan the trajectory of a vehicle from an initial lane to a target 
lane. Once the lane change decision is made, the motion planner will provide steering 
angle for each time step until the ego-vehicle reached the target lane center line. 
In longitudinal direction, we interpret the act of accelerating or decelerating at a high-

level as setting a target speed. Speed up means to increase the target speed by δ m/s 
(a numeral factor) and slow down means to decrease the target speed by δ m/s. δ is a 
parameter than we can set based on the ideal speed of autonomous driving problem. Since 
we are studying a low-speed lane change problem with an ideal speed of 15m/s, we set δ 
to 2.5 m/s. After we set the target speed, a speed motion planner will be implemented to 
control the acceleration and track the target speed: 

aacc = Kspeed∆v target (2.12) 

where Kspeed is the proportional gain for speed motion planner. 

2.6 Trap Initialization 

As previously mentioned, we defne a typical trap scenario where the ego vehicle is in the 
far-left lane, with the trap vehicles positioned in front and in the lane to the right of the 
ego vehicle as shown in Figure 2.6. “Trap Vehicle 1” is initialized with a longitudinal 
distance D1 from the ego vehicle. “Trap Vehicle 2” maintains a close longitudinal distance 
D2 from the ego vehicle, ensuring that it will block the ego vehicle if it attempts to change 
lanes or accelerate while maintaining its current speed. Both trap vehicles are set to travel 
at a speed slower than the normal trafc fow. To maintain the presence of this trap, we 
set both trap vehicles to the same speed for the entire episode. The initial distances 
between the ego vehicle and the trap vehicles D1 and D2 vary during training and testing. 
During training, we initial distances are drawn from a uniform distribution to introduce 
variability. For testing, we use more relaxed conditions. Detailed information can be found 
in Table 3.1. 
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Figure 2.6: The trap vehicles are initialized with a longitudinal distance with respect to 
the ego vehicle. 

2.7 Deep Reinforcement Learning 

A single-Level DRL controller directly map the ego-vehicle’s observation to low-level ac-
tion, as shown in Figure 2.7. In this project, we use Q-learning [34] reinforcement learning 
algorithm with a discrete action space. Its objective is to learn an action-value function 
Q(s,a), which estimates the expected cumulative reward for taking action a in state s. The 
Q-value update function can be expressed as follow: � � 

′ Q(s, a) ← Q(s, a) + α r + γ max Q(s , a ′ ) − Q(s, a) (2.13)
′ a 

The Q-learning algorithm updates the Q-value function repeatedly, using the Bellman 
equation. This equation decomposes the Q-value of a state-action pair into two parts: the 
immediate reward r that the agent obtains from taking the action a in the state s, and the 
discounted maximum expected future reward γ maxa′ Q(s′, a′) that the agent can obtains 
form taking the action a′ in state s′. The parameter γ is a discount factor that balancing 
the signifcance of future rewards with respect to immediate rewards. the learning rate 
α is the step size for each update during the training process. The temporal diference 

′ error is calculated as (r + γ maxa ′ Q (s , a ′ ) − Q (s, a)), which is the diference between the 
expected Q-value and the actual Q-value observed in the current state-action pair. The 
update rule adjusts the Q-value towards the updated estimate. 
Deep Q-Network (DQN) [35] is an RL algorithm that use deep neural networks as the 

approximate function to learn a Q-function that can handle large and complex state and 
action spaces. In DQN, the agent learns to maximize its expected cumulative reward by 

Figure 2.7: A single-level DRL controller for highway decision making 
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Figure 2.8: A Q-learning based DRL controller for highway driving 

updating the network parameters using stochastic gradient descent (SGD) to minimize 
the diference between the predicted Q-values and the target Q-values. DQN also employs 
two techniques to improve its stability and convergence: experience replay and target 
networks. Experience replay involves storing past experiences in a bufer and randomly 
sampling a subset of them to train the neural network, which reduces the correlation 
between the updates and improves learning efciency. Target networks involve creating a 
separate copy of the Q-network to generate target Q-values during training, which reduces 
the impact of temporal diference errors and improves stability. A Q-learning based Single-
level DRL controller is shown in Figure 2.8. The pseudocode of the DQN Algorithm is 
shown in Algorithm 1. 
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Algorithm 1 DQN Algorithm 

1: Initialize action-value function Q with random weights θ 
2: Initialize target action-value function Q̂ with weights θ− = θ 
3: Initialize experience replay memory D with capacity N 
4: Initialize state s1 

5: for i = 1 to T do 
6: Choose a random action at with probability ϵ 
7: otherwise select at = arg max Q(st, a; θ) (greedy policy) 

a∈A 
8: Execute action at in the emulator and observe next state st+1 and reward rt 
9: Store transition (st, at, rt, st+1) in D 

10: for a minibatch: random sample of transitions (sj , aj , rj , sj+1) from D do 
11: if sj+1 is terminal then 
12: yj ← rj 
13: else if sj+1 is non-terminal then 
14: yj ← rj + γ max Q̂(sj+1, a 

′ 
; θ−) 

a ′ ∈A 
15: end if 
16: Update Q by minimizing the loss (yj − Q(sj , aj ; θ))2 

17: with respect to network parameters θ using gradient descent 
ˆ18: Every C steps, reset Q ← Q 

19: end for 
20: end for 
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Despite its success, DQN can sufer from overestimation of the Q-values, which can 
lead to suboptimal policies. Double DQN algorithm [36] is an extension of DQN that 
addresses this issue by decoupling the action selection and Q-value estimation steps, using 
one network to select the best action and another network to evaluate its value. 
This decoupling of the action selection and Q-value estimation reduces the overesti-

mation of the Q-values and improves the accuracy of the learned policies [36]. DDQN has 
been shown to outperform DQN on a variety of benchmark tasks, and it is now a widely 
used and popular algorithm in RL. The core of the DDQN’s [35, 37] efcacy lies in its 
Q-value function. The Q-value function, denoted as Q(s, a), estimates the expected utility 
of taking action a in state s, and then following the optimal policy thereafter. Formally, 
the Q-value function in the context of the DDQN is defned as follows: 

L(θ) = " !2# 
(2.14)′ ′ E rt + γ max Q(st, a ; θ−) − Q(st, at; θ)′ a 

where rt is the reward for taking action at in state st. γ is the discount factor. The 
loss is computed as the mean squared error (MSE) of the diference between the target 
Q-value (computed with θ−) and the predicted Q-value (computed with θ) for the current 
state-action pair. The pseudocode of Double-DQN Algorithm is shown in Algorithm 2. 

Algorithm 2 Double-DQN Algorithm 

1: Initialize replay memory D with capacity N 
2: Initialize main Q-network parameters θ 
3: Initialize target Q-network parameters θ− = θ 
4: Initialize exploration rate ϵ 
5: Set minibatch size M 
6: for episode = 1 to M do 
7: Reset environment state S0 

8: Set cumulative reward R ← 0 
9: for timestep = 1 to T do 

10: With probability ϵ select a random action at 
11: otherwise select at = arg max Q(st, a; θ) 

a∈A 
12: Execute action at in the emulator and observe next state st+1 and reward rt 
13: Store transition (st, at, rt, st+1) in D 
14: Sample random minibatch of transitions (si, ai, ri, si+1) from D 
15: Set target yi = ri + γQ(si+1, arg max Q(si+1, a 

′ 
; θ); θ−) 

a ′ ∈A 
16: Update main Q-network parameters using gradient descent: 

MX 
∇θ 

1
(yi − Q(si, ai; θ))

2 

M 
i=1 

17: Every C timesteps, update target Q-network parameters: θ− ← θ 
18: end for 
19: Update exploration rate: ϵ ← max(ϵmin, ϵdecay ∗ ϵ) 
20: Update cumulative reward: R ← R + rt 
21: end for 
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Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Chapter 3 

Proposed Method 

3.1 Hierarchical DRL Framework 

Inspired by h-DQN [31], we introduce our hierarchical DRL framework, as depicted in 
Figure 3.1. The high-level controller is defned with an input layer corresponding to the 
number of observation features and an output layer corresponding to the number of goal 
features. It consists of two fully connected layers, each with 512 neurons, utilizing ReLU 
activations. The low-level controller takes the goal and new observations as inputs and 
outputs the discrete action pair. In practice, the goals will be interpreted as the diference 
in distance of the current state to the target lane center, ∆d target, and the diference 
between the current longitudinal speed and the target longitudinal speed,∆v target. These 
can be represented by the following equations: 

∆d target = Xtarget lane − Xglobal (3.1) 

∆v target = Vtarget − Vlong (3.2) 

The low-level controller has the same structure as the high-level controller. The low-
level action is the discrete steering and acceleration pair (a, θ) mentioned previously. Dur-

Figure 3.1: Hierarchical DRL framework for highway driving. 

21 



Figure 3.2: Two-Step Training Process for High-Level and Low-Level Frameworks: Ini-
tially, the high-level controller is trained using a model-based motion planner and a critic 
function. Subsequently, this trained high-level controller is employed to facilitate the 
training of the low-level controller. 

ing testing, at each timestep, the high-level controller frst updates its goal based on the 
new observations. The low-level controller then combines this new goal with the new ob-
servations to generate the low-level actions within the same timestep. It is important to 
note that, unlike the h-DQN [31] design, where the performance of the low-level controller 
is critiqued by the intrinsic reward [38], the vehicle’s performance in our framework is ex-
clusively dependent on the external environment reward, which aligns with the high-level 
controller’s training reward. 

3.2 Training the Hierarchical DRL Agent 

To separate the exploration ability of the high-level and low-level controller, we implement 
a two-step training method for the architecture shown in Figure 3.2. The initial step only 
involves training the high-level controller. To facilitate using the high-level controller 
to control the vehicle exclusively, in this frst step we use a rule-based motion planner to 
control the vehicle’s steering and acceleration based on the high-level goal. This also allows 
us to concentrate on the training and optimization of the high-level controller without the 
complexities introduced by an untrained low-level controller. To be specifc, once the high-
level controller sets the goal, the rule-based motion planner uses low-level action within 
the defned action space to reach the goal. To evaluate whether the goals set by the high-
level controller are being efectively reached, we introduce a critic function. If the lateral 
distance between the ego vehicle and the target lane center is less than a threshold Dδ, 
the vehicle has successfully reached the target lane. If the speed diference between the 
current speed and target speed is less than a threshold Vδ, the vehicle has reached the 
target speed. The lateral and longitudinal critic functions are thus: 

|∆d target| < Dδ (3.3) 
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|∆v target| < Vδ (3.4) 

If both the lateral and the longitudinal critic functions are satisfed, this means the 
rule-based motion planner has fully executed the high-level goal. The high-level controller 
is permitted to set a subsequent goal only upon the achievement of the current goal. We 
train the high-level controller for 1000 episodes and store the controller that has the best 
mean rewards for 10 episodes. 
Once the high-level controller is adequately trained, we proceed to the second step: 

training the low-level controller. In this phase, we use the previously trained high-level 
controller and focus on the low-level controller, which operates at a frequency of 2 Hz. All 
controllers are using Epsilon-Greedy exploration strategy. The exploration probability is 
reduced from an initial value 0.5 to a fnal value of 0.02 over 1000 steps. Other training 
parameters are detailed in Table 3.1. This targeted training allows the low-level controller 
to learn how to accurately control the vehicle under the guidance of the already optimized 
high-level controller. 

Table 3.1: Experiments parameters 

Parameters value 
speed reward weight wv 1.5 
steering reward weight wθ 0.05 

lane centering reward weight wy 0.05 
threshold Dδ 0.3 m 
threshold Vδ 0.3 m/s 

training episode 2000 
Duration 250 
batch size 64 

experience reply memories 5E4 
learning rate 1E-3 
discount 0.8 

D1 during training [14.80,16.44] m 
D2 during training [4.06,7.43] m 
D1 during testing 15.62 m 
D2 during testing 6.61 m 
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Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Chapter 4 

Experimental Results 
To test the algorithm’s capability in environmental exploration while prioritizing long-
term rewards, our approach involved integrating slow-moving vehicles as a constraint on 
the ego vehicle’s maneuvers. Our experiments were conducted in the highway-env [39]. 
The criterion for successfully escaping a trafc trap is defned as the ego vehicle’s ability 
to fnd an overtaking path within the episode duration. Specifcally, the ego vehicle is 
deemed to have successfully escaped the trap if its rear bumper surpasses the front of all 
trap vehicles before the episode terminates. 

4.1 Training Process Results 

In our study, the single-level DRL controller employs a direct mapping from observation 
to optimal low-level action, utilizing two fully connected layers, each with 512 parameters, 
and is trained in a single step, in contrast to the hierarchical DRL controller which is 
trained using the two-step process described above. We compared the training processes 
of the hierarchical DRL controller and the single-level DRL controller in three aspects: 
the average success rate of escaping traps (Figure 4.1a), the average reward (Figure 4.1b), 
and the average speed (Figure 4.1c) within an episode. Figure 4.1a shows that during 
the initial exploration phase, both the hierarchical DRL controller and the single-level 
DRL controller exhibited tendencies to escape from traps. However, as the exploration 
probability decreased, the single-level DRL controller showed a minimal probability of 
escaping from difcult situations. 
Figure 4.1c and Figure 4.1b compare the diferences in average speed and average 

reward per episode between the hierarchical DRL controller and the single-level DRL 
controller. Throughout the learning process, the single-level DRL controller’s strategy 
revolved around maintaining speed and safety distance from the trap vehicle ahead. It 
failed to adopt overtaking strategies, limiting the ego vehicle’s potential for long-term 
speed gains. Consequently, due to the adoption of a cruising strategy that matched the 
speed of the vehicle ahead, the ego vehicle achieved nearly constant average speed and 
reward in each episode. On the other hand, our hierarchical DRL controller enabled the 
agent to accelerate and closely approach the target speed of 15m/s after overtaking the 
trap vehicle, thereby obtaining a higher long-term speed reward. 
It is noteworthy that the hierarchical DRL controller exhibited greater variance in all of 

the evaluation criteria compared to the single-level DRL controller. The single-level DRL 
controller has learned a relatively simple following strategy from a straightforward trap 
trafc pattern which has less uncertainty, whereas the hierarchical DRL controller had the 
additional challenge of learning overtaking maneuvers while subsequently adapting to the 
surrounding trafc. 
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(a) 

(b) 

(c) 

Figure 4.1: Single-level, hierarchical DRL, and h-DQN controller performance during 
training episodes. (a) Average success rate: the hierarchical DRL controller exhibits a 
higher likelihood of successfully navigating out of situations encumbered by low-speed 
trafc. (b) Average reward: The hierarchical DRL demonstrates superior performance, 
yielding higher average rewards per episode. (c) Average speed: The hierarchical DRL 
controller consistently achieves a higher average speed. 
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4.2 Exploration Capability 

To compare the exploration capability of the hierarchical controller in the environment, we 
enhanced the exploration ability of the single-level DRL controller using Epsilon-Greedy 
strategy to a certain extent. We refned the initial exploration strategy by tuning the 
epsilon parameter in the Epsilon-Greedy algorithm of a single-level DRL controller. Within 
the same setting, we executed fve training experiments, adjusting the epsilon value to 
anneal from an initial value of 1 to a fnal value of 0.02 across 1000 steps, and from 
0.5 to 0.02 over 5000 steps. Despite these modifcations, Figures 4.2a, 4.2b, and 4.2c 
reveal that the success rate for evading traps showed no signifcant enhancement compared 
to the baseline, essentially remaining negligible after 2000 episodes. This result implies 
that simply increasing the initial exploration probability within a certain range does not 
guarantee an improved ability to detect viable escape paths. In contrast, the hierarchical 
DRL controller steadily improved its ability to escape traps during the early stages and 
continued to show enhancements even when the exploration value stabilized. 
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(a) 

(b) 

(c) 

Figure 4.2: Comparing three single-level DRL controllers with diferent initial exploration. 
(a) The success rate in evading low-speed Trafc within a training episode. (b) Average 
reward within a training episode. (c) Average speed during training. 
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4.3 Exhibited Driving Behaviors 

To elucidate the driving policies for managing slow-moving vehicles, as implemented by 
both single-level and hierarchical DRL controllers, we present in Figure 4.3 the vehicle’s 
position changes in an ego vehicle centered point of view at selected video rendering mo-
ments. At moments t=1s, 2s, 3s and 4s, the single-level DRL controller demonstrated 
its ability to match the speed of the vehicle ahead while maintaining a safe distance. In 
contrast, the hierarchical DRL controller, guided by high-level objectives, initially reduced 
speed and then performed two lane changes to overtake the slower vehicle. This strategy 
led to a noticeable decrease in immediate rewards due to deceleration. By t=9s, after suc-
cessfully navigating past the slow-moving vehicle, the hierarchical DRL controller achieved 
signifcantly higher immediate and accumulated rewards compared to the single-level DRL 
controller. 
Figures 4.4a and 4.4b further elucidate the driving policies over the initial 40 timesteps. 

The hierarchical DRL controller decreased its speed in the frst 5 timesteps, then accel-
erated to approach the optimal speed. Although the single-level DRL controller also 
initially reduced speed, its objective was to maintain a safe following distance. Once this 
distance was secured, the single-level controller increased its speed to minimize the gap. 
The initial speed reduction by the hierarchical controller was more substantial than that of 
the single-level controller, necessitating the overcoming of the negative impact associated 
with prolonged periods of low reward. The hierarchical DRL controller decelerated and 
maintained a safe distance to execute a secure overtaking maneuver. 

Figure 4.3: The driving policies for slow-moving vehicles as implemented by both single-
level and hierarchical DRL controllers. The red, yellow, and blue vehicles represent the 
ego, trap, and trafc vehicles, respectively. rt represents the instant reward received atPtvideo rendering time t. The accumulated reward Rt = represents the sum ofk=0 rt 
instance rewards over time. 
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(a) 

(b) 

Figure 4.4: (a) Velocity profle of the initial 40 timesteps of the single-level and hierarchical 
DRL controllers. (b) Reward profle of the initial 40 timesteps of the single-level and 
hierarchical DRL controllers. 
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We further compare the average results for reward, speed, and the success rate of 
escaping traps over the fnal 50 episodes of the training period in 5 runs, as summarized 
in Table 4.1. The hierarchical framework enhances the ego vehicle’s ability to learn and 
execute escape maneuvers from traps through low-level actions. 

Table 4.1: Training Phase Comparison 

Training phase 
Single-level DRL 
Controller 

Hierarchical DRL 
Controller 

Average reward 25.82 47.94 
Average speed 10.89 13.089 
Average success 
out of trap 

rate to get 
0% 60% 

After training the controllers, we conducted 300 episodes of tests in a relaxed trap 
scenario, each consisting of 25 timesteps. The results of these tests are compiled in Table 
4.2. In this consistent testing environment, the hierarchical DRL controller outperformed 
the single-level DRL controller in terms of average reward, average speed, and the average 
success rate of escaping traps, also covering a greater distance within the same time frame. 

Table 4.2: Performance Comparison of Controllers in Overtaking Maneuver 

Testing phase 
Single-level DRL 
Controller 

Hierarchical DRL 
controller 

Average accumulated reward 3.32 13.20 
Average speed 10.29 13.42 
Average success rate to get 
out of trap 

0% 97.67% 

Average travel distance 257.29 331.60 
Accident rate 0% 2.33% 
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As shown in Figure 4.5, our hierarchical controller achieves higher reward compare to 
the single-level DRL controller. The major motivation for escaping from the trap is the 
accumulated speed reward after escaping. As shown in Figure 4.6, the acculumated speed 
reward within an episode achieved within an episode for the hierararchcal controller is 
higher then the single-level DRL controller. 

Figure 4.5: The average reward distribution within an episode 

Figure 4.6: Distribution of accumulated speed reward achieved within an episode 
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For this environment, we encourage the vehicle to stay in an ideal speed within 12.5m/s 
to 15m/s and we don’t encourage the ego vehicle to continue driving behind the trap 
vehicle. As shown in Figures 4.7 and 4.8 the single-level DRL controller spends most of 
the time under 12.5m/s and stays behind the trap vehicle, while the hierarchical DRL 
controller, as shown in Figure 4.9 can not only escape from the trap but also staying close 
the to the ideal speed of the highway. 

Figure 4.7: Distribution of time spent at speed under 12.5m/s 

Figure 4.8: Distribution of average speed achieved within an episode 
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Figure 4.9: Distribution of time spent at ideal speed zone 

However, due to the more conservative and simplistic driving strategy learned by the 
single-level DRL controller, this controller maximizes the speed reward by staying close 
to the proceeding vehicle, in this case is the trap vehicle, while keeping a safety distance 
to the front vehicle as shown in Figure 4.10. Since the controller is not able to change 
lanes because of it’s incapability of discovering the speed reward of staying in the ideal 
speed zone, the single-level DRL controller hardly steers and stays close to it’s inital lane 
center as shown in Figure 4.11. This also results in an accumulated lane centering reward 
of single-level DRL controller that is higher than the hierarchical DRL controller with in 
an episode, as shown in Figure 4.12. 

Figure 4.10: Distribution of time spent with TTC under 2 seconds 
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Figure 4.11: Distribution of time spent with a lateral distance to the closest lane center 
less than 0.5m within an episode 

Figure 4.12: Distribution of lane centering reward 
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Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Chapter 5 

Conclusion 

In this study, we have developed a hierarchical controller framework for autonomous high-
way driving to improve the robustness of handling complex trafc scenarios using DRL. 
We proposed using a high-level controller for long-term planning and broad exploration, 
while the low-level controller focuses on detailed vehicle maneuvering. To enhance the 
controller’s efectiveness, we implemented a two-step training process, where each step 
focuses on training one controller. 
We demonstrated the efectiveness of the hierarchical controller using a ”Trap” sit-

uation, which is commonly seen in many highway scenarios. Based on our experiment, 
we proved that the hierarchical framework has a superior understanding of the ”Trap” 
and therefore has a better chance to gain long-term rewards during training and testing 
episodes. 
As discussed in Chapter 1, our study primarily focuses on DRL-based autonomous 

driving strategies for highway scenarios. Real-world trafc and road conditions may be 
much more complex than those encountered in our experiment [40], including driving 
in residential areas. At the same time, DRL-based ADS are difcult to achieve a level 
of driving beyond that of a human [20]. Such driving environments may involve timely 
avoidance of pedestrians [41], navigating single lane passing, and dealing with winding 
roads, among other challenges. For example, in urban driving, our autonomous vehicles 
need to be profcient in complex, crowded trafc environments and familiar with trafc 
regulations [41]. In comparison, the highway autonomous driving scenario studied in our 
research is relatively simple in terms of road trafc environment. Designing autonomous 
driving strategies that can fexibly adapt to various complex trafc environments remains 
a signifcant challenge. 
The reinforcement learning algorithms used in this experiment are Deep Q-network 

and Double Deep Q-network, which store learned driving strategies in neural networks. 
Now many researchers implement other sequential models that focus more on time in 
ADS. For highway autonomous driving strategies, when a vehicle falls into a non-ideal 
state, it is often due to a series of actions. We can compare the performance diferences 
between sequential models and neural networks. Future work could focus on utilizing more 
complex neural networks [42,43] or incorporating safety constraints to ensure safer driving 
strategies while still being capable of handling complex trafc scenarios. 
Reinforcement learning requires sufcient exploration of the environment to search 

for the optimal strategy. In our experiment, we employed the annealing algorithm to 
decrease the probability of selecting random actions over the course of training. However, 
we can still attempt to use other exploration strategies and conduct an analysis of their 
efectiveness. 

35 



Hierarchical Decision Making and Control in RL-based Autonomous Driving 

Bibliography 

[1] B. R. Kiran, I. Sobh, V. Talpaert, P. Mannion, A. A. Al Sallab, S. Yogamani, and 
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